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�rough theΛ glass

“Fairy tales are more than true:

not because they tell us that

dragons exist, but because they

tell us that dragons can be beaten.”

Neil Gaiman
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Introduction

“She was already learning that if

you ignore the rules people will,

half the time, quietly rewrite them

so that they don’t apply to you.”

Terry Pratchett

�ere are a few moments, in a maths’ student’s career, more baffling and

terrifying than the first meeting with a physics’ course; those who are spared

from this kind of encounter lose an interesting point of view, but are also ex-

empted from the inevitable and painful process of adjusting to the way mathe-

matics isdone in these courses. Basicphysics involves solvingODEs, andsolving

ODEs by separating variables amounts to simplifying differentials, something

any student will initially abhor and then, slowly, come to terms with — under

the evergreen tacit agreement that ’such things have a formal counterpart’. �is

sentence is, to some extent, the tl;dr1 of this thesis. Non-Standard Analysis was

born with the precise intent of making reasoning with infinitesimals precise,

and sound, and at least a little less terrifyingly hand-wavey. Such anoble pursuit

was, at least at the beginning of the story we are going to tell, explicitly internal

to themathematical logic community. Ever since thefirst steps in this direction,

Non-Standard Analysis has spread in other areas ofmathematics, proving itself

to be an useful tool. A least expected application of Non-Standard Analysis will

be the one approached in chapter three: Non-Archimedean Probability. Even

though theuseofNon-StandardAnalysis inprobabilitydatesback to thefirst ’gi-

ants’ of the field, the ideas behind the work ofWenmackers, Benci and Horsten

in [BHW16] are quite new, and lead to the possibility of modelling infinite, fair

lotteries. �e first chapter will be devoted to showcasing some of themost basic

1
UrbanDictionary: "Too long; didn’t read.", meaning a post, article, or anything with words

was too long, and whoever used the phrase didn’t read it for that reason.
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and known approaches toNon-Standard Analysis, while the second chapter will

mostly consist of material from [BL16], where a topological approach to Non-

Standard Analysis is developed in an effort to provide a non-logical (and thus

apparently more mathematician-friendly) approach to these methods.

�e titles of the thesis, of the chapters and of the sections all come from one

or another opera of Carroll (mostly Alice’s adventures). His works show to what

extent creativity can go, how many worlds it can create and how many unex-

pected links will show up from entirely different such worlds. �is kind of free

creativity, of unbounded exploration ofwhat can happen in universes that aren’t

our own is, I believe, precisely the core of mathematics andmathematical logic.

I do not believe Cantorwanted us to stay in the paradise he has created; I believe

he wanted us to build our own.

A fewwords on notation

P(X ) is the set of all subsets of X (the power set of X ). Pfin(X ) is the set of all

finite subsets of X . ⊆ allows for the possibility of equality, ⊂ does not. X c is

the complement of X with respect to an ambient set; whenever the latter is not

obvious we use I à X . We adhere to the religion whose gospel says that 0 ∈ N.
In an ordered field of characteristic zero (F,É) an infinitesimal is an element

smaller than all fractions 1
n , where n is understood to be 1F+ ...+1F︸ ︷︷ ︸

n times

. Similarly,

an infinite element is an element bigger than any n.

An ordered field with no infinitesimals is said to be Archimedean.
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1 Ghosts of departed quantities

“�e trouble with having an open

mind, of course, is that people will

insist on coming along and trying

to put things in it.”

Terry Pratchett

�e need for a formal theory of infinitesimals dates back to George Berke-

ley’s famous comment on the foundations of calculus: «And what are these same
evanescent increments? �ey are neither finite quantities, nor quantities infinitely small,
nor yetnothing. Maywenot call themtheghosts of departedquantities?». �isharsh

critique did not stop Euler, amongst others, from developing a huge body of lit-

erature on calculus and infinitesimals, and it wasn’t until Weierstrass’ theory of

ε− δs that Berkeley’s ghost — pun not intended — was put to rest. Still, the

formal development of calculus wasn’t enough; something had to be done for

the infinitesimals, andmore than two hundred years after Leibniz andNewton’s

time the first true hit to the evanescent nature of infinitesimals was blown. In a
series of spectacular papers, Abraham Robinson built a sound and indisputable

base for a theory of infinitesimal and infinite numbers: the sixties marked the

birth ofNonstandard Analysis.

Robinson’s work relied heavily on a logical formalism, and was thus quite

indigestible for the working mathematicians (who, rephrasing a famous quote of
Feynman’s, are interested inmathematical logic just as much as birds are inter-

ested inornithology). Considerableworkhasbeendone since the sixties inorder

to make Nonstandard Analysis more mathematician-friendly: what follows is a

sightseeing tour through the vast land of Nonstandard Analysis or, more pre-

cisely, of nonstandard methods: while the original purpose of Robinson’s — giv-

ing a sound status to Leibniz and Newton’s legacy — is indeed important for

historical and philosophical reasons, themethods and tools developed studying
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Nonstandard Analysis have ever since spread throughout mathematics (for an

example of the use of nonstandard methods in other branches of mathematics,

see [Nas13]). We will start with trying to understand more precisely what non-

standard methods are; we will then give a few examples of possible frameworks
for nonstandard methods: a very elementary one, albeit powerful enough to de-
velop basic calculus; a more concrete one, through the use of ultrapowers; and a

sneaky peek into the theory of superstructures.

1.1 | A farewell to standardness

Following [BNF17], we will say that nonstandard methods are made up by three

main tools: a star map, a transfer principle and saturation. We begin with a

universeU, which will usually (for an example of exceptions, consider the sec-

tion right after this one) be a set large enough to contain all the important ob-
jects we need to performmathematics:N, Z, Q, R, C, functions between these

sets, subsets of these sets, families of subsets of these sets (for example, topolo-

gies) and so on. We will refer to U as the standard universe. We wish to en-

largeU into a bigger universeV,which will contain nonstandard counterparts

of the elements ofU (for example, ∗R). Here enters the first tool of nonstandard

methods: we call star map the function ∗ : U→ V that sends every element x

of the standard universe into its nonstandard counterpart ∗x. We ask that nat-

ural numbers are sent into natural numbers (i.e., that ∗n = n) and thatN ⊂ ∗N

(properness). We call internal the objects that are images of standard objects;

we call external everything else. Our star map needs to obey an important law,

the transfer principle: we ask that for any property p(x1, ...xn), p(x1, ...xn) is

true in U if and only if p(∗x1, ...∗xn) is true in V. �is is, arguably, the central

point of Nonstandard Analysis: the tool that lets us transfer properties of stan-
dard objects onto their nonstandard counterparts. For example, we could talk

abouthyperfinite sets,whichare thenonstandard counterparts offinite sets: they
aren’t finite, but enjoymany properties of finite sets. A final word about satura-

tion: this property is essential in provingmore advanced results, for example in

functional analysis or measure theory, but its nature is beyond the scope of this

thesis.

8
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1.2 | Elementary,my dear Robinson

Model theory lends us a notion that, albeit remarkablymore contained than the

more general setting introduced in the previous paragraph, will give us an ab-

stract example of nonstandard methods.

definition 1.2.1 LetL beafirst-order signature,M , N beL−structures and
L(N ) be the set of first-order sentences with parameters in N . We say that M is

an elementary extension of N , and write N ¹ M , if N ⊆ M and for every ϕ ∈
L(N ),

N Íϕ ⇐⇒ M Íϕ.

Onemay imagine an elementary extension of a ”universe”N as a bigger uni-

verse containing N where the old inhabitants maintain the same properties,

while possibly gaining new ones (andmeeting new inhabitants as well).

definition 1.2.2 LetR be the structure of the real numbers in the language

of ordered rings. Consider an elementary extension ∗R: we call it the hyperreal

field.

lemma 1.2.3 ∗R is a field.

proof. All the properties of addition andmultiplication can be written down in

first order sentences, which are then true in the new structure.

We now considerR to be our standard universe, the identitymap onR to be

the star map and ∗R to be the nonstandard universe where nonstandard meth-

ods are performed. While being extremely far from concrete, this setting allows

us to prove basic theorems such as:

theorem 1.2.4 ∗R contains infinitesimals and infinite elements.

proof. We are going to show the existence of an infinitesimal number ε: after

doing so, ε−1 is going to be an infinite number. Suppose d ∈ ∗RàR is neither

infinite nor infinitesimal and consider {y ∈ R : y < d } ⊆ R. Being a upper-
bounded non-empty subset ofR, completeness grants the existence of a supre-

mum k = sup{y ∈ R : y < d}. If d − k > 0, then call ε = d − k and suppose

ε = d − k > c for some standard positive real c ; then in particular c + k < d ,

meaning k < k + c < d , against the definition of (least) upper-bound; if, on the

other hand, k −d > 0, then call ε = k −d and suppose ε > c for some standard

positive real c : this means d < k−c, so k−c < k is still an upper-bound, against

the definition of supremum.

9
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We will now introduce a few notions that will be the same throughout the

thesis, modulo appropriate corrections.

definition 1.2.5 Let a,b ∈ ∗R. Wesay that a andb are infinitesimallyclose

if |a −b| is infinitesimal. We denote this by a ∼ b.

One could verify that ∼ is an equivalence relationship. Note that it is not

definable in the structure and thus neither are definable the following sets:

definition 1.2.6 Let x ∈ ∗R. We callmonad of x the set

µ(x) = {y ∈ ∗R : y ∼ x}.

As an example of the nonstandard methods that can be done in this setting,

we prove one of the basic results about continuity, which formally embodies

our intuition about ”close” points staying ”close” after the action of a continuous

function: let us extend the languagebyaddinga symbol for a function f :R→R,

and denote by ∗f its interpretation in ∗R.

theorem 1.2.7 Let f :R→R. Let ∗f denote its interpretation in ∗R. �en f is
continuous at b ∈R if and only if for every x ∈µ(b), ∗f (x) ∈µ(∗f (b)).

remark �e fact that this characterization of continuity sounds verymuch like

the topological definition through the use of open sets is not a coincidence. In-

deed, one could show that a set A ⊆R is open iff for every standard x ∈ ∗A we

have that µ(x) ⊆ ∗A. Monads provide thus an alternative way of looking at near-
ness.
proof. Let f be continuous at b, and let x ∈ µ(b) : then |x −b| is infinitesimal.
We translate the definition of continuity into a first order formula that holds in

R :

∀ε> 0∃δ> 0(∀y ∈R(|x −b| < δ→| f (x)− f (b)| < ε)).

A few remarks are due: some shorthands are in use, so (∀x > 0)ϕ truly means

∀x(x > 0 → ϕ), and the same goes for (∀x ∈ R)ϕ that, remembering that our

language contains apredicateR(x), translates as∀x(R(x) →ϕ).Asimilar short-

hand is in use for ∃ (where∧ substitutes→). Finally, the absolute value function

| · | can be defined in our language, so we use its symbol freely. Let ε> 0 be a real

positive number, and let δ > 0 be the positive number obtained from the truth

of the sentence. By transfer, the following sentence is true in ∗R :

∀y ∈ ∗R(|x −b| < δ→|∗f (x)−∗f (b)| < ε).

10
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Now let x ∈µ(b): clearly, |x−b| < δ, since δ is a positive real number, so |∗f (x)−
∗f (b)| < ε. Since |∗f (x)− ∗f (b)| is smaller than any positive real number, it is
infinitesimal and thus ∗f (x) ∈µ(∗f (b)).

Viceversa, suppose f is not continuous at b: then the following sentence is

true inR :

∃ε> 0(∀δ> 0(∃y ∈R(|y −b| < δ∧| f (y)− f (b)| Ê ε)).

Let’s fix a standard real number ε as awitness for the existential quantifier; then

by transfer in ∗R it is true that

∀δ> 0(∃y ∈ ∗R(|y −b| < δ∧| f (y)− f (b)| Ê ε).

�is is in particular true for an infinitesimal δ, leading to a contradiction.

While this is powerful, it is also unsatisfactory. We don’t have a real grasp

of what these infinitesimals are: we only know they are there. A more concrete

example of this type of setting for nonstandard methods will be provided in the

next paragraph.

1.3 | �emerry ultrapowers ofR

�ecentral notion is that of an ultrafilter: onemight think of it as away of decid-

ing which sets are large and which are small (indeed, one could think of ultrafil-
ters as {0,1}-valued finitely additivemeasures onP(X )). �is choice nonetheless

needs to be rationally sound, so the intersection of large setsmust be large (as if

there wasn’t enough space for two large sets to exists ”indipendently”), any su-

perset of a large set must be large and if a set is large, then its complement is

small (and viceversa). �is motivates the following definition:

definition 1.3.1 Let I be a set. An ultrafilter over I is a familyU of subsets

of I closed under intersection (for all A,B ∈U, A ∩B ∈U), upwards (for all A ∈
U,B ⊆ I , if A ⊆ B thenB ∈U) and,most importantly, that has theultra property,
i.e. for all A ⊆ I , either A ∈U or Ac ∈U.

Ultrafilters come in two different flavours: there are principal ultrafilters,

that is ultrafilters of the form {A ⊆ I : x ∈ A} for some x ∈ I , and nonprincipal

ultrafilters. For reasons thatwill become clearer later on, wewill focus ourselves

on nonprincipal ultrafilters (oftentimes also called free). Beforehand, though, it

would be necessary to prove the existence of such ultrafilters. �is is a classical

11
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result, whose proof can be found in any introductory set theory book (for exam-

ple, see [Sch11]).

theorem 1.3.2 Let I be an infinite non-empty set, then there is an ultrafilterU over
I that contains every cofinite subset of I ; in particular, it is nonprincipal.

We now begin with the set of real-valued sequences; we denote it byRω. It

can benaturally embodiedwith a ring structure, whichwill later on beuseful. As

of (1.3.2), there exists a nonprincipal ultrafilter overN: let us call itU. We define

an equivalence relationship onRω, saying that two sequences are the same (and

denoting it by r ≡ s) if the set of natural numbers over which they coincide is

large, i.e. it belongs to the ultrafilter. Using a suggestive logical notation, we
define

�r = s� := {n ∈N : r (n) = s(n)}.

We now say that r ≡ s if and only if �r = s� ∈U. We are now ready to build our

concrete example of nonstandard universe:

definition 1.3.3 �eultrapowerofRbyU, denotedRU, is the quotient set

Rω/≡.

We extend addition and multiplication from Rω to RU naturally, i.e. [r ]+
[s] = [r + s] and [r ] · [s] = [r · s].

remark �echoiceof anonprincipalultrafilter is instrumental ingettingaproper

ultrapower ofR. In fact, suppose we had built our ultrapower from a principal

ultrafilter, say (without loss of generality) the set of subsets of N that contain

1. Let r ∈Rω such that r (1) = c ∈R, and denote by c the constant sequence in

c ; then r ≡ c. Every equivalence class would be, then, the equivalence class of

a constant sequence, and the ultrapower would be isomorphic to the real num-

bers. Nothing new would be gained.

We identify every real number a ∈R with the equivalence class of the con-

stant sequence [a]. �is means thatR ⊂RU; not only that, but it can be shown

thatRU is a field of whichR is a subfield. �e natural ordering on real numbers

can be extended as well:

definition 1.3.4 Let [r ], [s] ∈ RU. We say that [r ] É [s] if and only if �r É
s� := {n ∈N : r (n) É s(n)} is large, i.e. is a member ofU. �is extends the order-

ing because for any a É b real numbers, �a É b� =N ∈U.
We now give an example of an infinitesimal number; this leads to the intu-

ition that infinitesimals are theequivalence classesof sequences that converge to

12
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zero, while infinite numbers are the equivalence classes of divergent sequences.

example Let r (n) = 1
n . �en ε := [r ] is an infinitesimal: for any natural number

N , we have that

�r É 1

N
� = {n ∈N : n Ê N } ∈U,

sinceU contains every cofinite subset ofN.

We take the quotient projection as a star map, and the following fundamen-

tal theorem provides as a special case the transfer principle:

theorem 1.3.5 (Łoś) LetU be a nonprincipal ultrafilter overN, andϕ(x1, ...xn)

a first-order formula with free variables ranging amongst x1, ...xn. �en

RU Íϕ([a1], ...[ak ]) ⇐⇒ �ϕ(a1, ...ak )� := {n ∈N :RÍϕ(a1(n), ...ak (n))} ∈U.

In the special case where ϕ is true of certain real numbers r1, ...rk , then �ϕ(r1, ...rk)� =
N ∈U.

remark One could wonder whether the choice of U has any influence on the

structure of the ultrapowerRU. �e answer is, as it often is in mathematics, it
depends. Assuming the Continuum Hypothesis, all ultrapowers are isomorphic

regardless of the choice of the ultrafilter; for further details, see [tom].

1.4 | Refrain: superstructures (I)

While the ultrapower construction is indeed more concrete and intelligible, it

is still somewhat unsatisfactory. What about topology? What about measure

theory? Arewereally stuckwith real analysis forever? Deogratias,no. More canbe
said and done using nonstandard methods; in order to do so, however, a bigger

theory must be developed. We will barely scratch the surface of it: for a deeper

analysis of the following objects, see the second chapter of [HL85].

definition 1.4.1 Let X be an infinite, non-empty set. We define recur-

sively:

V0(X ) = X ,

Vn(X ) =P(Vn−1(X ))∪Vn−1(X ).

�e superstructure over X is the set

Vω(X ) = ⋃
n∈N

Vn(X ).

13
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We call X a set of individuals.

Superstructures allow us to formalize the otherwise vague notion of ”uni-

verse” used when describing nonstandard methods. �e superstructure over

a set contains every mathematical object that can be built from the set using

set-theoretic operations; for example, if we set X = R then the resulting su-

perstructureVω(R) contains real numbers, subsets of real numbers, real-valued

functions of real variable, but also complex numbers, subsets of the complex

field, topologies on the complex plane, projective spaces, Banach spaces, mea-

sure spaces and soon: almost everything thatmight come to themindof amath-

ematician can be found at a certain step of this hierarchy of sets, and thus be-

longs to the superstructure. �is makes the superstructure the ideal home for

performing mathematics, and it provides an excellent framework for nonstan-

dardmethods. Following the approach in the second chapter of [HL85], we con-

sider a first-order signature LX = {∈,=}∪ {a : a ∈ Vω(X )}; from now onwards,

we will adopt the usual model-theoretic abuse of identifying the language with

the set of its sentences, which will be then calledLX . We now consider two sets

of individuals X ,Y both containingN. �eir respective superstructures, Vω(X )

and Vω(Y ), can be seen as structures respectively in LX and LY . �us, a truth

relation is well-defined. We are now ready to definewhat amonomorphism be-

tween superstructures is:

definition 1.4.2 An injective function∗ : Vω(X ) →Vω(Y ) is calledamonomor-

phism if

I. ∗;=;,

II. if a ∈ X , then ∗A ∈ Y , and for every n ∈N, ∗n = n,

III. if a ∈Vn+1(X )àVn(X ), then ∗A ∈Vn+1(Y )àVn(Y ),

IV. if a ∈ ∗Vn(X ), and b ∈ a, then b ∈ ∗Vn−1(X ),

V. for allϕ ∈LX , let ∗ϕ ∈LY be the sentence obtained by replacing each con-

stant inϕwith its image under ∗: then Vω(X ) Íϕ iff Vω(Y ) Í ∗ϕ.

Property [V] is precisely the transfer principle, so a triple 〈Vω(X ),Vω(Y ),∗〉
is the perfect framework for nonstandard methods. �is triple will usually be

called a nonstandard universe. Depending on the source, the monomorphism

might also be called a superstructure embedding (for example in [Kei07]). �e

existenceof anonstandarduniverse is guaranteedby thepossibility of extending

14
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the ultrapower construction to superstructures, but the details are once again

beyond the scope of this thesis.

15





2 Alice inΛ-land

“Why do you go away? So that you

can come back. So that you can see

the place you came fromwith new

eyes and extra colors. And the

people there see you differently,

too. Coming back to where you

started is not the same as never

leaving.”

Terry Pratchett

Nonstandard Analysis and, more in general, nonstandard methods have al-

ways been considered a part ofmathematical logic, mainly due to historical rea-

sons. While nonstandard methods have, ever since the 60s, somehow detached

themselves from the logical formalism Robinson had used, the unpleasant logi-
cal flavour still permeates the theory, thus leading other mathematicians away.

�econsequences of this kindof stereotype (towardsnonstandardmethods and,

more generally, towardsmathematical logic) are uncountable, andwhile defeat-

ing the general suspicions mathematicians have towards logic might take more

than a couple papers, something can (and ought to) be done for nonstandard

methods. What follows is a characterizationofnonstandardmethods and,more

in general, non-Archimedean mathematics that rests on topological methods

and techniques instead of logical ones. Λ−limits will be introduced, and the
natural setting for non-Archimedeanmathematics— a construction that paral-

lels the construction of the reals as a completion ofQ—will be built. All of the

content of this chapter comes from [BL16].

17
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2.1 | All in theΛ−afternoon:Λ-limits
definition 2.1.1 Let (X,τ) be an Hausdorff topological space, and let I be

a set, sometimes referred to as the parameter space. Let U be a non-principal

ultrafilter over I, and f : I→X be a function. We say that L ∈X is theΛ-limit of
f , and write

lim
λ↑Λ

f (λ) = L,

if for every V open neighbourhood of L there exists aQ ∈U such that f [Q] ⊆V.

�is notion of Λ−limit is built as a natural generalization of a notion very
common in general topology, that of convergence of a net.

remark A poset (I,¹) is called a directed set if for any A,B ∈ I there exists a

C ∈ I such that A,B ¹ C . If (X,τ) is a topological space, then a net over X is a

function f : I→X. Let f : I→X be a net over (X,τ). �en f converges to L ∈X,
in symbols f ↑ L, if for every V open neighbourhood of L, f is eventually in V ,

i.e. there exists a µ0 ∈ I such that for every µ º µ0, f (µ) ∈ V. Λ−limits, when
taken with a fine1 ultrafilterU, of nets generalize this notion (sometimes called

Cauchy limit). In fact, suppose f : I→X is a net overX. If f ↑ L, then for any V

open neighbourhood of L there exists a µ0 ∈ I such that f [{µ ∈ I : µ0 ⊆ µ}] ⊆ V .

SinceU is fine, {µ ∈ I :µ0 ⊆µ} ∈U, so lim
λ↑Λ

f (λ) = L.

remark Λ−limits could be defined topologically by giving I∪ {Λ}, whereΛ ∉ I,

a topology that is discrete on I and that has as neighbourhoods of Λ sets of the

formQ ∪ {Λ}withQ ∈U. In this case,

lim
λ↑Λ

f (λ) = lim
λ→Λ

f (λ).

2.2 | Down theΛ-hole: I-completions

We will now define a class of topological spaces that, due to the similarity with

the ’R as a completion ofQ’ case, will be called I−completions of the reals. �ese

spaces will be, together with the intertwined notion ofΛ−limit, the core of this
theory and will provide an example of Non-Archimedean ’universe’ where anal-

ysis (and other branches of mathematics) can be performed.

1a ultrafilter on a directed set is fine if every set of the form {µ : µ0 ¹ µ} belongs to the ultra-
filter
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definition 2.2.1 Fix a non-principal ultrafilter U on I. We will call a I-

completionof the reals (and omit any reference toUwhenever its specific prop-

erties are irrelevant) anHausdorff topological space (RΛ,τ) that satisfies the fol-

lowing conditions:

Λ1. I×R is a dense subspace ofRΛ,

Λ2. R⊆RΛ and for any r ∈R,

lim
λ↑Λ

(λ,r ) = r,

Λ3. for any function f : I→R there exists theΛ-limit of F (λ) = (λ, f (λ)),

Λ4. any two functions f , g : I→R coincide on an element ofU if and only if

lim
λ↑Λ

F (λ) = lim
λ↑Λ

G(λ).

theorem 2.2.2 �ere exists a I-completion of the reals.

proof. We build a concrete example of I-completion. Let F(I,R) be the algebra

of functions overR. Let

I = { f ∈F(I,R) : ∃Q ∈U (∀x ∈Q ( f (x) = 0))}

be the ideal of functions that vanish on an element of the ultrafilter.

claim I is a maximal ideal in F(I,R).

Let J ⊃ I be another ideal, and let g ∈ J à I . Call Z (g ) = {x ∈ I : g (x) = 0}:

since g ∉ I , Z (g ) ∉U. Define

h(x) =


1

g (x) ifx ∈ Z (g )c

0 ifx ∈ Z (g )
,

then since J is an ideal g h ∈ J , and we have

(g h)(x) =

1 if x ∈ Z (g )c

0 if x ∈ Z (g )
.

U is an ultrafilter, so if Z (g ) ∉U then Z (g )c ∈U, thus the following function

m(x) =

0 if x ∈ Z (g )c

1 if x ∈ Z (g )
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belongs to I , since it vanishes on Z (g )c ∈ U. J ⊃ I , being an ideal, is closed

under sum, so (g h +m)(x) ∈ J ; the latter function is the identical function, so

J =F(I,R), showing I is maximal.

CallK=F(I,R)/I . As a consequence of the latter claim, it is a field (with the

inherited operations). We are now ready to defineRΛ:

RΛ = (I×R)∪K.

We give a basis for a topology onRΛ:

βΛ =P(I×R)∪ {BQ
f : Q ∈U, f ∈F(I,R)},

where for anyQ ∈U andϕ ∈F(I,R),

BQ
f = {(x, f (x)) : x ∈Q}∪ {[ f ]I }.

claim βΛ is the basis for an Hausdorff topology onRΛ.

We first show it is the basis for a topology: let A,B ∈ βΛ and x ∈ A ∩B . If

x ∈ I×R, then (I×R)∩ A ∩B is a basis open set and (I×R)∩ A ∩B ⊆ A ∩B .

On the other hand, if x ∈ K then x = [ f ]I for some function f and A = BQ
g ,

B =BP
h with [h]I = [g ]I = [ f ]I . CallV ∈U the set onwhich these three functions

coincide. �en x ∈BV ∩Q∩P
f ⊆ A∩B .

To show that it is an Hausdorff topology, it is enough to show that x 6= y ∈K
can be separated by basis open sets. Let x = [ f ]I and y = [g ]I : since x 6= y, there

exists aQ ∈U such that f (z) 6= g (z) for all z ∈U. It follows thatBQ
f ∩BQ

g =;.
We identify real numbers with the quotient class of constant functions.

claim For any function f with real values,

lim
λ↑Λ

F (λ) = [ f ]I .

LetBQ
g be an open basis neighbourhood of [ f ]I , so [ f ]I = [g ]I . CallP ∈U the

set of parameters on which the two functions coincide. �en F [Q ∩P ] ⊆BQ
g .

With this claim inmind, we have that:

Λ1. I×R is dense inRΛ, since any basis open set overlaps with it,

Λ2. follows from the identification of the real numbers with the equivalence

classes of constant functions and the latter claim,
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I×R

K
BQ

f

Q

[ f ]I

Figure 2.1: K can be thought of as ”points at infinity” of I×R, and open sets of
the formBQ

f inRΛ as the union of the image ofQ ∈U under (λ, f (λ)) with the

equivalence class [ f ]I . HereQ is a cofinite set that belongs to any non-principal

ultrafilter.

Λ3. follows from the latter claim,

Λ4. fromthe latter claim follows that if the limits coincide, [ f ]I = [g ]I and thus

they coincide on an element ofU.

2.2.1 | ideals froma caterpillar

�e nature of a I-completion of the reals strongly depends on the choice of the

ultrafilter over I. As we have seen in the proof of (2.2.2), an ultrafilter induces a

maximal ideal in the algebra of real-valued functions F(I,R) (the ideal of func-

tions that vanish on elements of the ultrafilter). �e converse is true — fixing a

maximal ideal M ⊆F(I,R) one can recover an ultrafilter on I,

UM = { f −1(0) : f ∈ M }.

theorem 2.2.3 LetM ⊆F(I,R) be amaximal ideal; thenUM is an ultrafilter.

�is sort of duality implies that in order to define a notion ofΛ-limit and I-

completiononecan start fromanultrafilter or fromamaximal ideal: this remark

will be useful in Chapter 3, when we will build NAP spaces using ideals instead

of filters.
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2.2.2 | the queen’s hyperreal-field

We now consider a fixed I−completion of the reals, RΛ. Inside any such space

there is a special subspace that wewill denote byK= {lim
λ↑Λ

(λ, f (λ)) : f ∈F(I,R)}.

Wecall this subspace thehyperrealfield, since it can be equippedwith two com-

plete operations:

lim
λ↑Λ

(λ, f (λ))∗ lim
λ↑Λ

(λ, g (λ)) = lim
λ↑Λ

(λ, f (λ)∗ g (λ)), (2.1)

with ∗ ∈ {+, ·}.K naturally containsR as a subfield.

theorem 2.2.4 �e setKwith the operations defined in (2.1) is a field.

proof. �e only interesting proof is that of the existence of multiplicative in-

verses. Namely, if x 6= 0 is an element ofK, then x = lim
λ↑Λ

(λ, f (λ)) and sinceRΛ

is Hausdorff there exists a (basis) open set separating x and 0 — in particular,

there exists aQ ∈U such that for everyλ ∈Q, f (λ) 6= 0. �ismeanswe candefine

a function

g (λ) =

1, if x ∉Q,

1
f (λ) , if x ∈Q,

whose limit will be the inverse of x (in fact, lim
λ↑Λ

(λ, f (λ) · g (λ)) = 1).

K can be ordered in the natural way, i.e. saying that

lim
λ↑Λ

(λ, f (λ)) É lim
λ↑Λ

(λ, g (λ))

if and only if {λ ∈ I : f (λ) É g (λ)} ∈U.
We now show that the idea ofK as disjoint ”points at infinity” is preserved

in the general setting.

lemma 2.2.5 LetRΛ be a I−completion of the reals, thenPfin(R)×R∩K=;.
proof. Supposenot, so there exists a function f : I→R such that lim

λ↑Λ
(λ, f (λ)) =

(λ,r ) ∈ I×R. By definition of Λ−limit, there exists aQ ∈U such that for every

λ ∈ Q (λ, f (λ)) = (λ,r ). In particular, Q = {λ}, which is absurd since U is non-

principal.

Callminimal every I−completion of the reals of the form (I×R)tK.
As it is use in topology, we kept writingRΛ to denote a I−completion of the

reals but we shouldn’t forget that the same set could be a I−completion of the
reals for different choices of topologies. �ere is, however, a choice that wewish

to isolate:
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definition 2.2.6 LetRΛ be a I−completion of the reals for a certain topol-
ogy τ. We will call slim topology the topology τΛ generated by

P(I×R)∪ {BQ
f : Q ∈U, f ∈F(I,R)},

where the open setsBQ
f are definedprecisely as in (2.2.2). Call (RΛ,τΛ) a canon-

ical I−completion of the reals.
Canonical I−completions are well-behaved in the sense that just like I×R=

RΛ, the closure of subsets of I×R is made up by the subset and the limits of

functions that are eventually in the subset:

theorem 2.2.7 LetRΛ be a canonical I−completion of the reals, then for everyB ⊆
I×R, we have

B = B ∪ {lim
λ↑Λ

(λ, f (λ)) : ∃Q ∈U (∀z ∈Q (z, f (z)) ∈ B)}.

proof. Let f : I→R and B ⊆ I×R : call B( f ) = {λ ∈ I : (λ, f (λ)) ∈ B}. Call ϕ =
lim
λ↑Λ

(λ, f (λ)).

If B( f ) ∈ U, then every open neighbourhood of ϕ meets, by definition, B ,

so ϕ ∈ B ; on the other hand, if B( f ) ∉ U then B
B( f )
f is disjoint from B , thus

ϕ ∉ B .

If we consider a minimal canonical I−completion of the reals, it turns out
this topological path is equivalent to a variant of a well-known construction we

considered in the previous chapter.

definition 2.2.8 LetRU be the quotient set ofRI by the equivalence rela-

tionship f ≡ g if and only if {λ ∈ I : f (λ) = g (λ)} ∈U.
theorem 2.2.9 K andRU are isomorphic as fields.

proof. Let i :K→RU be defined by i(lim
λ↑Λ

(λ, f (λ)) = [ f ]. �en i respects oper-

ations by their very definitions, it is injective due to Λ4 and surjective due toK

being exactly the set of allΛ−limits.

2.3 | Refrain: superstructures (II)

Classical nonstandard methods can be extended to superstructures, in order to

allow for a more general use of mathematical objects. �e same happens for

Λ−limits:
definition 2.3.1 Let ϕ : I → Vω(R) be a bounded function if there exists

a maximal rank n ∈N, i.e. a natural number such that for every λ ∈ I, ϕ(λ) ∈
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Vn(R). We defineΛ−limits for bounded functions by induction. If n = 0, these

were already defined. Letϕ be bounded of maximal rank n, then

lim
λ↑Λ

(λ,ϕ(λ)) = {
lim
λ↑Λ

(λ, f (λ)) : f : I→Vn−1(R) and ∀λ ∈ I, f (λ) ∈ϕ(λ)
} ∈Vω(K).

Λ−limits of bounded functions are called internal, while every other ele-
ment is called external. K is internal, while R and KàR are external. �is

approach to superstructures ends up being strictly related to the general one ex-

posed in the previous chapter:

theorem 2.3.2 Let? : Vω(R) →Vω(K) be defined by

∗x = lim
λ↑Λ

(λ, x)

where the Λ−limit is taken at the rank of x. �en 〈Vω(R),Vω(K),?〉 is a nonstandard
universe.
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3 Howprobable is forever?

“Suppose that a dart is thrown,

using the unit interval as a target;

then what is the probability of

hitting a point? Clearly this

probability cannot be a positive

real number, yet to say that it is

zero violates the intuitive feeling

that, after all, there is some

chance of hitting the point.”

NonstandardMeasure�eory—
Bernstein andWattenberg

Classical probability, i.e. probability à la Kolmogorov, has proved to be a very
fruitfulmathematical field andnevertheless extremely useful in applications; its

foundations aremathematically sound, and provide a framework for very inter-

esting results. Unfortunately, the same can’t be said for its philosophical founda-
tions: in the following, we will give a brief resume of classical probability and

then show how a very simple model can’t be built under Kolmogorov’s axiom-

atization. We then argue that a possible way out of this is through the use of

nonstandard methods, giving a possible axiomatization relying onΛ-theory.

3.1 | Begin at the beginning

We say that a probability space is a triple 〈Ω,Σ,P〉 where Ω is a set, Σ is a σ-

algebra on Ω and P : Σ→ R is a real-valued set function that satisfies axioms

K1,K2,K3.

K1. for all A ∈Σ, P(A) Ê 0,
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K2. P(Ω) = 1,

K3. for any 〈Ai : i ∈N〉 ⊆Σ such that for i 6= j , Ai ∩ A j =;, then

P

( ⋃
i∈N

Ai

)
=

+∞∑
i=0
P(Ai ).

AxiomK3 is calledσ-additivity and is equivalent toK3− (finite additivity) +K∞
(continuity):

K3−. for any A,B ∈Σ such that A∩B =;, then P(A∪B) =P(A)+P(B),

K∞. let 〈An : n ∈N〉 ⊆Σ be an increasing sequence of sets, i.e. for all n we have

An ⊆ An+1, then limits commute with P, that is

P

( ⋃
n∈N

An

)
= lim

n→+∞P(An).

�eproof of this equivalence can be found on any introductory probability book.

3.1.1 | a fair lottery on thenaturals: a negative result

Wenowconsider thenaturalnumbersNand imaginewewant tomodel—through

the use of Kolmogorov’s axioms — a fair lottery, i.e. a game where very ticket

n ∈N has the same probability P({n}) = ε ∈ [0,1]. ByK3, since every singleton is
disjoint from another one, we have that

P

( ⋃
n∈N

{n}

)
=

+∞∑
n=0

P({n}) =
+∞∑
n=0

ε,

while on the other hand byK2

P

( ⋃
n∈N

{n}
)=P(N) = 1.

We have two possibilities: if ε = 0, then the above series converges to 0, which

contradictsK2; on the other hand, if ε> 0 then the series diverges, again against

K2. �e obstruction to this model comes from K2 and K3, so in order to allow
thepossibility of suchprobabilistic scenarios— inorder to build aweaklyLapla-

cian theory of probability — one of them has to go. Our choice falls onK3, with
a caveat: not all of K3 has to go. We can keep K3−, while simultaneously drop-
ping themore controversialK∞. �is will be the aim ofNAP,Non-Archimedean

Probability.
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3.2 | One can’t believe infinitesimal things

ANAPspace is a triple 〈Ω,R,P〉whereΩ is the event space,R is a superreal field,
P : P(Ω) →R is the probability function. We recall a basic definition from clas-

sical probability: for every A,B ⊆Ω such thatB 6= ;, the conditional probability
P(A | B) is the quantity

P(A | B) = P(A∩B)

P(B)
.

NAP1. for every A ⊆Ω, P(A) Ê 0,

NAP2. for every A ⊆Ω, P(A) = 1 ⇐⇒ A =Ω,

NAP3. for every disjoint A,B ⊆Ω, P(A∪B) =P(A)+P(B),

NAP4a. for every X ∈Pfin(Ω)à {;}, P(A | X ) ∈R,

NAP4b. there exists an algebra homomorphism

j :F(Pfin(Ω),R) →R

such that P(A) = j(P(A | · )) for any A ⊆Ω.

In the context of classical probability, the axiom K∞ is equivalent to the Condi-

tional Probability Principle, that is, the statement

CPP If An is an increasing family of events such that
⋃

n∈NAn = Ω, then

there exists anN > 0 such that for every n Ê N , P(An) > 0 and for every event A,

P(A) = limn→+∞P(A |An).

�e axiomsNAP4a andNAP4b are a direct reformulation of the Conditional
Probability Principle in a non-Archimedean setting.

3.2.1 | fromΛ-limits to nap spaces

Fix a Pfin(Ω)−completion RΛ of the reals built over a fine non-principal ultra-

filter U. As shown in the previous chapter, we could use ∗R to denote the hy-

perreal field inside RΛ. ∗R will be the superreal field required in our axioms.

As of NAP4b, we need an algebra homomorphism into ∗R that assigns an hy-

perreal number to every function f : Pfin(Ω) →R— a natural possibility is the

following:

j( f ) = lim
λ↑Λ

(λ, f (λ)).
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To provide a model of NAP space, though, it isn’t enough to provide this homo-

morphism; we will need to define, at least on finite subsets of Ω, a probability

function. To do so, we start by deciding the desired probability of singletons:

∀ω ∈Ω, P({ω}) := p(ω) ∈K.

We now fix an arbitrary pointω0 ∈Ω and define aweight function

∀ω ∈Ω, w(ω) = p(ω)

p(ω0)
.

We are now ready to define the conditional probability over finite events,

P(A | λ) =
∑

ω∈A∩λ
w(ω)∑

ω∈λ
w(ω)

,

and then saying that

P(A) = lim
λ↑Λ

(λ,P(A | λ)). (3.1)

�e latter equation could be rewritten byfirst agreeing on adefinition of infinite

sum throughΛ−limits. If we take a function u : A →R, and set that

σu(λ) = ∑
x∈A∩λ

u(x),

then we can define the infinite sum as follows:

∑
x∈A

u(x) = lim
λ↑Λ

(λ,σu(λ)).

First, we observe that Λ−limits commute with algebraic operations, division
included. So the definition of probability, as defined in equation (3.1), can be

rewritten as

P(A) =
∑

x∈A
w(x)∑

x∈Ω
w(x)

. (3.2)

lemma 3.2.1 �e following equality holds:

p(ω0) = ∑
ω∈Ω

w(ω).

proof. First, observe that w(ω0) = 1. �en, by definition

p(ω0) =P({ω0}) = lim
λ↑Λ

(λ,P({ω0} | λ)).
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We have that

P({ω0}|λ) = w(ω0)χλ(ω0))∑
ω∈λ

w(ω)
,

where χλ is the characteristic function of λ. By applying theΛ−limits,

p(ω0) =
lim
λ↑Λ

(λ,χλ(ω0)∑
ω∈Ω

w(ω)
. (3.3)

We now show that lim
λ↑Λ

(λ,χλ(ω0) has only two possible values: 0 or 1. If we ob-

serve that, for anyω ∈Ω, the two following equations hold

χλ(ω)[1−χλ(ω)] =0,

χλ(ω)+ [1−χλ(ω)] =1,

so by applyingΛ−limits to both equations,

lim
λ↑Λ

(λ,χλ(ω))[1− lim
λ↑Λ

(λ,χλ(ω))] =0,

lim
λ↑Λ

(λ,χλ(ω))+ [1− lim
λ↑Λ

(λ,χλ(ω))] =1,

so the only possible values for lim
λ↑Λ

(λ,χλ(ω) are 0 or 1.

Furthermore,wehave thatP(B) = 0 ⇐⇒ B =; (essentially as a consequence
of NAP2 andNAP3), so p(ω0) > 0 and thus lim

λ↑Λ
(λ,χλ(ω0)) > 0—thismeans that

lim
λ↑Λ

(λ,χλ(ω0)) = 1. Back to (3.3),

p(ω0) = 1∑
ω∈Ω

w(ω)
,

which is the thesis.

�is allows to further simplify (3.2),

P(A) = 1

p(ω0)

∑
ω∈A

w(ω). (3.4)

Since, aswehave shown,what is reallynecessary inbuildingaNAPspace through

Λ−limits is assigningaweight function,w :Ω→R+.Wewill say that thisweight

function generates the NAP space.

3.2.2 | a fair lottery on thenaturals: a positive result

Asshown in (2.2.1), buildingan I-completion fromanultrafilter isperfectly equiv-

alent to building one from a maximal ideal of the algebra of functions. In this

example, we will do precisely so.
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First, we fixΩ=N and let

λ[n] = {1,2, ...n} ⊆N,

and denote byΛ= {λ[n] : n ∈N} ⊆Pfin(N). If we let

IΛ = { f :Pfin(N) →R | ∀x ∈Λ, f (x) = 0} ⊆F(Pfin(N),R),

then IΛ is a proper ideal and thus, by the Prime Ideal�eorem, can be extended

to a maximal ideal ĨΛ. Let U denote the ultrafilter over Pfin(N) obtained from

ĨΛ, and let RΛ be the Pfin(N)-completion of the reals obtained in the manner

described in the proof of (2.2.2). In this case, for every f :Pfin(N) →Rwe set

j( f ) = lim
λ↑Λ

(λ, f (λ)) = [ f ].

Let c(λ) = |λ|, and let α= lim
λ↑Λ

(λ, c(λ)).

lemma 3.2.2 α is an infinite number.

proof. For any natural number N > 0,

{λ ∈Pfin(N) : |λ| > N } ⊇Λ∩ (Pfin(N)à {λ ∈Pfin(N) : maxλÉ N }),

where the former set belongs to U since {λ ∈ Pfin(N) : maxλ É N } is finite and

U is non-principal. �is implies that {λ ∈ Pfin(N) : |λ| > N } ∈ U, and thus that

α> N for every N ∈N.
Denotebyε=α−1, which is thenan infinitesimalnumber. Ifwe letP({n}) = ε

for every n ∈ N, then we both satisfy the intuition that the probability of the
winning ticket must be positive, yet infinitesimal, and also

P(N) = 1

α

∑
m∈N

w(m) = 1

α
lim
λ↑Λ

(λ,
∑

m∈λ
w(m)) = 1

α
lim
λ↑Λ

(λ, c(λ)) = 1,

since w ≡ 1.
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